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Abstract

This talk is focused on the dual methods for solving convex non-differentiable problems arising from Lagrangian duality. Subgradient methods are typically applied to such problems, since the classical gradient-based methods fail to converge. We present and discuss an incremental subgradient method applicable to convex problems when the objective function is the sum of a large number of component functions. Such convex problems arise in many applications, including scheduling, image reconstruction, and resource allocation. The incremental subgradient method exploits the special structure of the objective function, and it can be implemented with various stepsize choices and in various fashions including those with randomization, and with centralized and distributed computations. We discuss some of the convergence properties of a non-randomized and a randomized version of the method. We also discuss some of the convergence rate results for these methods.
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